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Abstract

The main aim of the MIMA (Mining Information for Management and Acquisition) Search System is to achieve 'structuring knowledge' to accelerate knowledge exploitation in the domains of science and technology. This system integrates natural language processing including ontology development, information retrieval, visualization, and database technology. The 'structuring knowledge' that we define indicates 1) knowledge storage, 2) (hierarchical) classification of knowledge, 3) analysis of knowledge, 4) visualization of knowledge. We aim at integrating different types of databases (papers and patents, technologies and innovations) and knowledge domains, and simultaneously retrieving different types of knowledge. Applications for the several targets such as syllabus structuring will also be mentioned.

1. Introduction

The sheer amount of published documents\(^1\) makes it difficult for a human to efficiently localize the information of interest not only in a collection of documents, but also within a single document. The growing number of electronically available knowledge sources (KSs) emphasizes the importance of developing flexible and efficient tools for automatic knowledge acquisition and structuring in terms of knowledge integration. Different text and literature mining techniques have been developed recently in order to facilitate efficient discovery of knowledge contained in large textual collections. The main goal of literature mining is to retrieve knowledge that is "buried" in a text and to present the distilled knowledge to users in a concise form. Its advantage, compared to "manual" knowledge discovery, is based on the assumption that automatic methods are able to process an enormous amount of texts. It is doubtful that any researcher could process such huge amount of information, especially if the knowledge spans across domains. For these reasons, literature mining aims at helping scientists in collecting, maintaining, interpreting and curating information.

One of the main problems when processing a collection of KSs is their heterogeneity and dynamic nature. Even when confined to a single domain, the KSs are autonomously developed and maintained by independent organizations for different purposes, hence resulting in a

\(^1\) For example, the MEDLINE database [1] currently contains over 12 million paper abstracts in the domains of molecular biology, biomedicine and medicine, growing by more than 40,000 abstracts each month.
**heterogeneous** set of KSs. Moreover, this set is **dynamic** as a result of continuous attempts to synchronize its content with up-to-date knowledge. New information is being added and existing information is revised and often removed from the KSs. These two facts, heterogeneity and constant evolution of KSs, set a challenge to systems designed to assist users in locating and integrating knowledge relevant to their needs.

In this paper, we explain our knowledge integration and structuring system (KISS), in which automatic term recognition (ATR), automatic term clustering (ATC), information retrieval (IR), similarity calculation (SC) and information visualization (IV) engines are combined. The system incorporates latest natural language processing technologies and a visualization technology, which allow users to access KSs visually though sophisticated GUIs.

### 2. Overview of the system

The main purpose of the knowledge structuring system is 1) accumulating knowledge in order to develop huge knowledge bases, 2) exploiting the accumulated knowledge efficiently. Our approach to structuring knowledge is based on:

- automatic term recognition (ATR)
- automatic term clustering (ATC) as an ontology\(^2\) development
- ontology-based similarity calculation
- visualization of relationships among documents (KSs)

One of our definitions to structuring knowledge is discovery of relevance between documents (KSs) and its visualization. In order to achieve real time processing for structuring knowledge, we adopt terminology / ontology-based similarity calculation, because knowledge can also be represented as textual documents or passages (e.g. sentences, subsections) which are efficiently characterized by sets of specialized (technical) terms. Further details of our visualization scheme will be mentioned in Section 4.

![Diagram of the system architecture](image)

**Figure 1:** The system architecture

The system architecture is modular, and it integrates the following components (Figure 1):

- **Ontology Development Engine(s) (ODE)** – components that carry out the automatic ontology development which includes recognition and structuring of domain terminology;
- **Knowledge Data Manager (KDM)** – stores index of KSs and ontology in an ontology information database (OID) and provides the corresponding interface;
- **Similarity-based Information Retrieval (IR)** – retrieves KSs from TID and calculates similarities between keywords and KSs. Currently, we adopt tf*idf based similarity calculation;

\(^2\) Although, definition of ontology is domain-specific, our definition of ontology is the collection and classification of (technical) terms to recognize their semantic relevance.
- **Similarity Calculation Engine(s) (SCE)** – calculate similarities between KSs provided from KR component using ontology developed by ODE in order to show semantic similarities between each KSs. We adopt Vector Space Model (VSM) based similarity calculation and use terms as features of VSM. Semantic clusters of KSs are also provided.

- **Graph Visualizer** – visualizes knowledge structures based on graph expression in which relevance links between provided keywords and KSs, and relevance links between the KSs themselves can be shown.

### 3. Terminological processing as an ontology development

The lack of clear naming standards in a domain (e.g. biomedicine) makes ATR a non-trivial problem [3]. Also, it typically gives rise to many-to-many relationships between terms and concepts. In practice, two problems stem from this fact: the same term may denote a number of concepts, and, conversely, the same concept may be denoted by more than one term. In other words, there are terms that have multiple meanings (*term ambiguity*), and, conversely, there are terms that refer to the same concept (*term variation*). Generally, term ambiguity has negative effects on IE precision, while term variation decreases IE recall.

These problems point out the impropriety of using simple keyword-based IE techniques. Obviously, more sophisticated techniques are needed. Such techniques should identify groups of different terms referring to the same (or similar) concept(s), and, therefore, could benefit from relying on efficient and consistent ATR/ATC and term variation management methods. These methods are also important for organising domain specific knowledge, as terms should not be treated isolated from other terms. They should rather be related to one another so that the relations existing between the corresponding concepts are at least partly reflected in a terminology.

Terminological processing in our system is carried out based on C / NC-value method [5] for ATR, and average mutual information based ATC (Figure 2). Its main purpose is to help domain experts in gathering and managing domain-specific terminology. It is used to automatically retrieve and cluster terms offline / on-the-fly and pass the XML-tagged results.

#### 3.1. Term recognition

The ATR method used in the system is based on the C- and NC-value methods [4]. The *C-value* method recognizes terms by combining linguistic knowledge and statistical analysis. The method extracts multi-word terms\(^3\) and is not limited to a specific class of concepts. It is implemented as a two-step procedure. In the first step, term candidates are extracted by using a set of linguistic filters, implemented using a LFG-based GLR parser, which describe general term formation patterns. In the second step, the term candidates are assigned termhoods (referred to as C-values) according to a statistical measure. The measure amalgamates four numerical corpus-based characteristic of a candidate term, namely the frequency of occurrence, the frequency of occurrence as a substring of other candidate terms, the number of candidate terms containing the given candidate term as a substring, and the number of words contained in the candidate term.

\(^3\) More than 85% of domain-specific terms are multi-word terms [5].
The *NC-value method* further improves the C-value results by taking into account the context of candidate terms. The relevant context words are extracted and assigned weights based on how frequently they appear with top-ranked term candidates extracted by the C-value method. Subsequently, context factors are assigned to candidate terms according to their co-occurrence with top-ranked context words. Finally, new termhood estimations, referred to as NC-values, are calculated as a linear combination of the C-values and context factors for the respective terms. Evaluation of the C/NC-methods (see Section 5) has shown that contextual information improves term distribution in the extracted list by placing real terms closer to the top of the list.

### 3.2. Term variation management

Term variation and ambiguity are causing problems not only for ATR but for human experts as well. Several methods for term variation management have been developed. For example, the BLAST system [13] used approximate text string matching techniques and dictionaries to recognize spelling variations in gene and protein names. FASTR [14] handles morphological and syntactic variations by means of meta-rules used to describe term normalization, while semantic variants are handled via WordNet.

#### Table 1: Automatic term normalization simple example

<table>
<thead>
<tr>
<th>Term variants</th>
<th>Normalised term</th>
</tr>
</thead>
<tbody>
<tr>
<td>human cancers</td>
<td>human cancer</td>
</tr>
<tr>
<td>cancer in humans</td>
<td></td>
</tr>
<tr>
<td>human’s cancer</td>
<td></td>
</tr>
<tr>
<td>human carcinoma</td>
<td></td>
</tr>
</tbody>
</table>

The basic C-value method has been enhanced by term variation management [3]. We consider a variety of sources from which term variation problems originate. In particular, we deal with orthographical, morphological, syntactic, lexico-semantic and pragmatic phenomena. Our approach to term variation management is based on term normalization as an integral part of the ATR process. Term variants (i.e. synonymous terms) are dealt with in the initial phase of ATR when term candidates are singled out, as opposed to other approaches (e.g. FASTR handles variants subsequently by applying transformation rules to extracted terms). Each term variant is normalized (see table 1 as an example) and term variants having the same normalized form are then grouped into classes in order to link each term candidate to all of its variants. This way, a list of normalized term candidate classes, rather than a list of single terms is statistically processed.
3.3. Term clustering

Beside term recognition, term clustering is an indispensable component of the literature mining process. Since terminological opacity and polysemy are very common in molecular biology and biomedicine, term clustering is essential for the semantic integration of terms, the construction of domain ontologies and semantic tagging.

ATC in our system is performed using a hierarchical clustering method in which clusters are merged based on average mutual information measuring how strongly terms are related to one another [15]. Terms automatically recognized by the NC-value method and their co-occurrences are used as input, and a dendrogram of terms is produced as output. Parallel symmetric processing is used for high-speed clustering. The calculated term cluster information is encoded and used for calculating semantic similarities in SCE component. More precisely, the similarity between two individual terms is determined according to their position in a dendrogram. Also a commonality measure is defined as the number of shared ancestors between two terms in the dendrogram, and a positional measure as a sum of their distances from the root. Similarity between two terms corresponds to a ratio between commonality and positional measure.

Further details of the methods and their evaluations can be referred in [4][5].

4. Knowledge Acquisition and Knowledge Structuring

Knowledge structuring can be regarded as a broader approach to IE/KA. IE and KA in our system are implemented through the integration of XML tag- and ontology-based IE and semantic similarity calculation. Graph-based visualization for globally structuring knowledge is also provided to facilitate KR and KA from documents. Additionally, the system supports combining different types of databases (papers and patents, technologies and innovations) and retrieves different types of knowledge simultaneously and crossly. This feature can accelerates knowledge discovery by combining existing knowledge. For example, discovering new knowledge on industrial innovation by structuring knowledge of trendy scientific paper database and past industrial innovation report database can be expected. Figure 3 shows an example of visualization of knowledge structures in the domain of innovation and engineering. In order to structure knowledge, the system draws a graph in which nodes indicate relevant KSs to keywords given and each links between KSs indicates semantic similarities dynamically calculated using ontology information developed by our ATR / ATC components. Since characterization for KSs using terminology is thought to be the most efficient and ultimate summarization to KSs, achieving a fast and just-in-time processing for structuring knowledge can be expected.
5. Experimentations

In this section, we briefly explain our experimentation for the system, which conduct to evaluate:

a) the quality of the ATR, ATC and similarity calculation components to analyze feasibility of the system

b) scalability of the ATR, ATC components

c) practical performance of the system

As for a), we conducted experimentations of the methods using 10,000 Japanese AI-related papers, and the results showed that our methods obtained high quality and ware expected to work language / domain –independently. Further details of the methods and their evaluations can be referred in [4][5]. We also conducted the experiments using analysis reports about Japanese industrial economy. The experiments in ATR with the term variation management were conducted on a corpus containing 100,000 words from the “Go! Japan!” project analyzing Japanese industrial economic situation. A sample of automatically recognized terms is presented in Table 2. As the table shows, reasonable terms to reflect Japanese current industrial situation were properly recognized.

As for b), we are now in a process of building and publishing a KISS server which contains 40,000 nano-material related papers and 20,000 nano-material related patents. The current server is working properly in parallel distributed environment and it shows that the system has significant scalability even if the target text contains over 1 billion words.
### Table 2: Sample of recognized terms

<table>
<thead>
<tr>
<th>Automatically Recognised Terms</th>
<th>Termhood</th>
</tr>
</thead>
<tbody>
<tr>
<td>構造改革 (structural reforms)</td>
<td>430.81</td>
</tr>
<tr>
<td>研究開発 (research &amp; development)</td>
<td>261.20</td>
</tr>
<tr>
<td>中小企業 (smaller businesses)</td>
<td>259.05</td>
</tr>
<tr>
<td>金融機関 (financial institutions)</td>
<td>230.57</td>
</tr>
<tr>
<td>東アジア (East Asia)</td>
<td>228.80</td>
</tr>
<tr>
<td>社会保障制度 (the social security system)</td>
<td>187.34</td>
</tr>
<tr>
<td>個人消費 (individual consumption)</td>
<td>171.00</td>
</tr>
<tr>
<td>不良債権 (a bad debt)</td>
<td>162.83</td>
</tr>
</tbody>
</table>

As for c), we are also in a process of the system testing by several external companies to evaluate how the system is useful for designing nano-materials, and some feedbacks say that:

1) Several clusters seem to be appeared in a visualization screen, which make it efficient in looking for an indicated knowledge.

2) It is very useful in finding concentrations and insufficiencies of knowledge in specific domains, which is quite important to draw a patent map.

Consequently, the system is expected to be practical enough to manage and exploit knowledge bases.

### 6. Conclusion

In this paper, we presented a system for structuring knowledge over large KSs. The system is a terminology-based integrated KA system, in which we have integrated ATR, ATC, IR, similarity calculation, and visualization for structuring knowledge. It allows users to search and combine information from various sources. KA within the system is terminology-driven, with terminology information provided automatically. Similarity based knowledge retrieval is implemented through various semantic similarity calculations, which, in combination with hierarchical, ontology-based matching, offers powerful means for KA through visualization-based literature mining.

We have applied the system to syllabus retrieval for The University of Tokyo’s Open Course Ware (UT-OCW) site and syllabus structuring (SS) site for school / department of engineering at University of Tokyo, and they are both available in public over the Internet. The UT-OCW’s MIMA Search system is designed to search the syllabuses of courses posted on the UT-OCW site and the Massachusetts Institute of Technology’s OCW site (MIT-OCW). Also, the SS site’s MIMA Search is designed to search the syllabuses of lectures from more than 1,600 lectures in school / department of engineering at University of Tokyo. Both systems show search results in terms of

---

4 http://ocw.u-tokyo.ac.jp/
5 http://ciee.t.u-tokyo.ac.jp/
relations among the syllabuses as a structural graphic (figure 4). Based on the automatically extracted terms from the syllabuses and similarities calculated using those terms, MIMA Search displays the search results in a network format, using dots and lines. Namely, MIMA Search extracts the contents from the listed syllabuses, rearrange these syllabuses according to semantic relations of the contents and display the results graphically, whereas conventional search engines simply list the syllabuses that are related to the keywords. Thanks to this process, we believe users are able to search for key information and obtain results in minimal time. In graphic displays, as already mentioned, the searched syllabuses are shown in a structural graphic with dots and lines. The stronger the semantic relations of the syllabuses, the closer they are placed on the graphic. This structure will help users find a group of courses / lectures that are closely related in contents, or take courses / lectures in a logical order, for example, beginning with fundamental mathematics and going on to applied mathematics. Furthermore, because of the structural graphic display, users will be able to instinctively find the relations among syllabuses of other universities.

Currently, we obtain more than 2,000 hits per day in average from all over the world, and have provided more than 50,000 page views during last three months. On the other hand, we are in a process of system evaluation using more than 100 students to evaluate usability as a next generation information retrieval.

The other experiments we conducted also show that the system’s knowledge structuring scheme is an efficient methodology to facilitate KA and new knowledge discovery in the field of genome and nano-technology.
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